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ABSTRACT 

A multi-core system provides improved performance/power ratio than a single-core one. 

However, multi-core architecture suffers from thermal constraint and data inconsistency. Current 

multi-core system is not adequate to increase memory-level parallelism and cache performance 

due to its poor core-to-core interconnection topology. In some architecture, like MIT Raw, each 

node/core has computing and switching components. Switching component of such a node 

consumes power while the node is only computing and vice versa. In this paper, we propose a 

design methodology to reduce the number of switches in multi-core architecture without 

compromising the performance. According to this method, nodes are separated between 

computing cores and network switches. Using folded torus topology, we develop a scheme to 

connect the components (cores and switches) in the multi-core architecture. We use multi-core 

architectures with various numbers of nodes (cores and switches) to evaluate the proposed 

methodology. Using synthetic workload, we obtain the core-to-core communication delay and 

total power consumption for MIT RAW, Triplet Based Architecture (TriBA), Logic-Based 

Distributed Routing (LBDR), and the proposed architecture. Experimental results show that the 

proposed architecture outperforms Raw, TriBA, and LBDR by cutting down the need for the 

number of switches significantly. According to the results, proposed architecture reduces total 

power consumption approximately by 77% and average delay by 54%. Power reduction comes 

from the fact that number of switches is cut down. Average delay is decreased as each switch 

provides adequate communicate channels.    
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CHAPTER 1 

INTRODUCTION  
 

1.1      Network Topologies 
 

�,�Q�� �H�Y�H�U�\�G�D�\�� �V�F�H�Q�D�U�L�R�� �³�Q�H�W�Z�R�U�N�´�� �L�V�� �W�K�H�� �P�R�V�W�� �J�H�Q�H�U�D�O�� �W�H�U�P�� �X�V�H�G�� �L�Q�� �W�K�H�� �W�H�F�K�Q�R�O�R�J�\�� �I�L�H�O�G������

Communication among different physical nodes is defined as Network. There exist various 

topologies for having connections among these nodes.  Multi-Core is such a technology where 

multiple cores communicate with each other to process a job. Here each core is considered as a 

node that is needed to be connected to other cores in a multi-core environment. With the 

advancement of Network on Chip (technology) on-chip network architecture can be explained 

through four parameters: topology, routing algorithm, flow control protocol and router micro 

architecture. Topology term in networking is defined as the how the links are connected between 

the nodes.  Using topology of nodes all the possible paths from a particular source and 

destination pair can be determined.  Using Routing algorithm the best path to from a source and 

destination pair can be identified. Using flow control protocol more details about the path 

selected from a source and destination pair is stored. The details include message traversal of the 

assigned route, when a message leaves a source node and also the time the path must be stored or 

buffered for future usage. Micro architecture of a networking component analyzes all the above 

parameters and uses it for network implementations.  

In this we mainly concentrate on the topology parameter. A proper topology for a network is 

highly necessary for a better cost-performance on the whole network. The effect of topology 

while analyzing parameter is very important. Using topology of a network one can determine the 

number of hops a message from a source node should traverse before reaching the destination. 
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Figure 1.3:Folded Torus Network Topology  [4] 

 

As per Figure 
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processor improvises the computational capacity of the processors through parallel computing 

technology[13]. Multi -core architecture shares required resources like memory to process an 

application in a parallel manner. For successful and efficient processing of an application it is 

necessary that each core should have sufficient resources according to their respective tasks. 

Hence, design of multi-core architecture to utilize the available resources is very important.  As 

discussed before nowadays multi-core designs uses bus topology to connect different cores. 

Designing of multi-core architecture can be done based on various components of cores in the 

architecture. For example designing can be done based on memory usage of architectures. In 

present days multi-core architectures adopt isomorphic architecture. [14-16].in this kind of 

architecture each core will have its own first level Cache, shared second level Cache through a 

bus. Also, Triplet Based Architecture [TriBA] is another kind of architecture where group of 3 

cores will have common shared memory.  Designs are proposed basing on the most common 

problem Deadlock. Deadlock is such a situation that occurs in multi-core environment where 

threads get stuck forever in a clash over access to shared resources like memory [17]. 

In [18] polling-transmission policy was discussed to solve the deadlock problem which occurs in 

intermediate nodes of a multi-core architecture network. This algorithm uses Hypercube 

topology for implementation. 

Due to recent technological revolution, majority of the embedded systems are implementing 

more than one core for faster and efficient computations. When implementing multiple cores in a 

single chip it is very important to design the multi-core for efficient usage of chip volume. With 

this recent trends, billions of transistors are integrated on the same chip possibly. With the same 

capacity of chips designers are implementing multiple computing and memory cores on a single 

chip. This ensures computational tasks to be performed in efficient and fastest way. To design 
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 Using that topology we are proposing a design for multi-core architecture to utilize more space 

in a given mesh and have an efficient communication between the cores with minimal number of 

switching components on the mesh of cores. 

1.2.1 Switches in Multi-core Architecture 

 It is necessary in multi-core architecture cores should pass on information to other cores 

on the chip to process a single application. For the cores to communicate with each other 

networking components like switches or routers are necessary. In this thesis we use only the term 

switch for networking component. Switches will actually establish a communication channel 

between different cores. Depending on the source and destination parameters switches will 

transmit packets accordingly. Network on chip (NoC)  is the famous term used in nowadays 

multi-core environment. Very active research is going on the same NoC technology. 
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expected to support the parallel communication patterns on demand to increase the data 

throughput [22].  Considering all these parameters and all the functionalities of a networking 

component in a multi-core environment, we are proposing a design based on number of switches 

that are utilized in folded torus based multi-core design.  In the following sections of the 

document all the details about the design and other advantages of the proposed design are 

explained. 

1.2.2  Raw Architecture 

 Raw Architecture from MIT is extensively analyzed for proposing this new design. This 

architecture uses mesh topology and processes an application. It considers the concept of tiles 

and each tile has a switching component, computing component and other components like cache 

main memory. More details about this architecture are discussed in the next chapter. The major 

disadvantage of this architecture in case of nxn mesh topology isthat there exists n2 number of 

switches and n2 number of computing components. Having more number of switches will 

increment the energy consumption. Considering this disadvantage in the following section the 

Problem Description is discussed. 

1.3 Problem Description 

In the present designs of multi-core architectures it is observed that most of the widely 

used topologies are mesh, ring and bus based topologies.  Following are general topological 

views of mesh and ring topologies. 

These topologies have issues like High power consumption and latency. Also, due to large 

number of networking components in the architecture network complexity increases. Folded 
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torus topology is identified as a better topology for having multiple links among the nodes in the 



 

9 
 

1.5 Thesis Organization 

 In chapter 2, we presented some of the related architectures that are already existing and 

well approved from various published journals and conference papers. 

 In chapter 3, we explained the proposed multi-core architecture and the approach to 

understand the methodology. 

 In chapter 4, we evaluated the proposed architecture by using synthetic workload and 

comparing with the selected existing architectures. 

 In chapter 5, 
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Figure 2.1: Raw Architecture Tile [25] 

 

The tiles in this design are interconnected with several components like routers, programmable 

switch, switch instruction, data-memory, ALU. Firstly, Raw architecture sees to implement fine-

grain parallelism in a more efficient way. Secondly, Raw architecture is designed to provide all 

the details about the hardware system in an architecture for the software system integrated with 

the architecture, such that scheduling and routing are taken care without any conflicts between 

the cores for shared resources. There has been some advancements in the Raw architecture [17, 

25-27] proposed by Michael Bedford Taylor. This new architecture looked into concept of 

having static and dynamic networks for communication among the tiles. Static networks define a 

fixed communication channel before the compile time and the compiler exactly know where to 

send the message. In this static network communication each Raw tile is connected to its nearest 

neighbors through a series or separate, pipelines channels[17, 25-27]. In this advancement the 

behavior of the FPGA prototype is mainly taken care.  
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Also, Dynamic network communication is proposed to avoid the situations wherein the memory 

requirement cannot be decided before the compilation time. It uses a header and implements 

some protocols for dynamic routing between the tiles [26]. 

In spite of all the above advantages due to more switching components in a multi-core 

architecture the heat dissipation has become the prime concern. In our proposal we are looking 

into that disadvantage by decrementing the number of switching components. 

2.2 Triplet Based Architecture 

Triplet Based Architecture is another design model for multi-core architecture which also 

looked into the drawbacks of having large number of switching components. TriBA a new idea 

in multi-core architectures and a direct interconnection network (DIN), is compared with 2D 

Mesh on single chip multi core architecture. TriBA consists of a 2D grid of small, programmable 

processing units, each physically connected to its three neighbors so that advantageous features 

of group locality can be fully and efficiently utilized for getting maximum out of an on-chip 

Interconnection of cores. Cores on the same chip are connected via triplet-based hierarchical 

interconnection network (THIN), which has simple topology and computing locality 

characteristic [27]. TriBA basically lo
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Figure 2.3:Memory Allocation Strategy in TriBA [27] 
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Based Distributed Routing (LBDR). In the proposed design for LBDR, 4 cores are connected to 

a single switch and all switches are connected to each other. 

 

 

Figure 2.4:Architecture used to Implement LBDR [23] 

 

LBDR mechanism [23] was extended to support multiple cores per switch. Figure 2.4 shows the 

topology where the LBDR is implemented and has multiple cores connected to each switch. In 

the above design it is shown that 4 cores are connected to a single switch. Motivated from the 

same, we proposed a new design which has multiple cores connected to the switches instead of 

having switching and computing components in the same node.  
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each probe contains a header with 3 different fields. The first field in the header contains 2 bits. 

There are 2 bits in the priority field, one for the interlane priority and the other for the intra-
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CHAPTER 3 

PROPOSED MULTI -CORE ARCHITECTURE  
 

In this proposed design main goal is to reduce the number of switching components and 

thereby reducing the power consumption and heat dissipation. The design is mainly based on 

Folded Torus based network topology. In present multi-core architectures each core consists of a 

switching component and a computing component. Thus if nxn mesh topology is considered 

there exists n2 switching components and n2 computing components. In this proposed design, 

basing Torus topology a novel design is implemented for multi-core architecture to reduce the 

number of switches and utilize maximum silicon area on a chip. Considering nxn mesh topology 

every third node in a column or a row is considered as switch, such that reducing the number of 

switches from n2 to considerable number of switches by following an algorithm. All the 

remaining number of nodes is considered as computing components or cores.  In this design it is 

made sure that all the cores have equal number of switching components connected to have 

proper communication among the cores. 

3.1  Node Selection 

In the Proposed design unlike Raw architecture, considering the nxn mesh topology a few 

nodes are considered to be the switches and a few considered to be exclusively computing nodes 
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3.2.2  Connecting Computing Nodes 

As mentioned in the previous sections, folded torus network topology idea is used to 

connect computing nodes and switching nodes. In folded torus topology each node will have a 

connection to a node at a distance of 2 units. Similarly in this proposed architecture each 

computing component will have a link to a switch that is at a distance of 2 units and at a distance 

1 unit. 

 

Figure 3.4: Connections between Switching Nodes and Computing Nodes 

 

In Figure 3.4 the nodes in the square box (higlighted) is an example of nodes having connections 

with the switches. Computing component will have links only to the switches. They will not 

have any link to other computing components. 
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3.2.3  Connecting Switching-Computing Nodes 

As discussed earlier there are very few which acts as both computing and switching 

nodes. These nodes will have a direct link to its adjacent node at a distance of 1 unit. In the 

Figure 3.4 the dotted lines between the striped nodes and normal nodes shows the connection 

between the special nodes and computing nodes. 

All the connections among the nodes in the proposed design can be summarized using the 

following algorithm 

Connections are made using the following algorithm: 

�¾ A connection to every switch adjacent to core 

�¾ Starting from the initial node every third node in a column or a row is considered to  be 

the switch 

�¾ Connection to a switch at a distance of  2 physical units until the number of connections 

to each core reaches 3 

�¾ There exists no core-core connection 

�¾ Also every switch is connected to its nearest neighboring switches 

�¾ Every node is identified with a proper location id on the network 

�¾ We can find all switches connected to each other in a cluster form. 

�¾ Exceptions for some nodes in making them as switching components to have all the 

switches in the network have proper communication 

�¾ Identifying those nodes according to the location.  

�¾ Every core has equal of number switches connected to have uniform resources available 

to each core. 
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Number of switches without exceptions in any kind of nxn mesh topology can be calculated 

using the following loop sequence. 

i   number of rows in a mesh topology 

j:number of columns in a mesh topology 

k=0; //switch counter 

for (i=1;i< number of nodes in a row;i++) 

{  

for(j=1;j<number of nodes in a column;j++) 

{  
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minimum of three connections to switches. This proposed design takes care that all the 

computing components have the uniform amount of network resources for efficient 

communication with the other computing components in the given architecture. All the nodes in 

the given nxn network are efficient used in the proposed design.   

 

Figure 3.6: Distinguishing Different Layered Nodes 

 

The Figure 3.6 shows all the different layers in the proposed design. All the switches which have 

the difference of 2 units between their positions belong to the same layer. In 8X8 mesh network 

there comes 3 layers. All the nodes of same layer are indicated with the same pattern in Figure 

3.6. All the solid nodes indicate layer 1 nodes. As shown before striped nodes are the exception 

nodes to connect the different layered switches. Large checker patterned and 80 percent solid 

patterned nodes indicates layer 2 and layer 3 nodes respectively. The same layered nodes are 
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identified by the column they are present in the network. Following loop sequence is used to 

identify the switches of the same layer. 

i: number of rows in a mesh topology 

j:number of columns in a mesh topology 

k=0; //switch counter 

for (i=0;i< number of nodes in a row;i++) 

{  

for(j=0;j<number of nodes in a column;j++) 

{  

     Counter=i%3; 

if (j%3==Counter) 

{  

sw[k] =a[i][j];  

     sw= sw+1; //counter for number of switches// 

      k++; 

     if (Counter==0) 

                                                           //sw[k] belongs to layer 1 with solid filling nodes 

     if(Counter==1) 

     //sw[k] belongs to layer 2 with checks filling nodes 

     if(Counter==2) 

    //sw[k] belongs to layer 3 with light dotted filling nodes color 

     }  

}  

}  

 

 



 

29 
 

If a switch in a particular layer has to communicate with another switch in a different layer it has 

communicate through the special 
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CHAPTER 4 

EVALUATION  

4.1  Assumptions   

For each design among Raw, TriBA, design used to implement LBDR and proposed 

design all the nodes are numbered rowwise for Raw and proposed design. The nodes in TriBA 

are numbered from top to bottom in triplets. For convenience the nodes in the design that is used 

for LBDR are numbered in a sequential manner in multiples of 5. We considered 16 nodes, 36 

nodes and 64 nodes to calculate power consumption. While calculating results for each of nxn 

nodes 5 cases are considered. Each case shows the number of units of power consumption when 

one core tries to communicate with other core in the multi-
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The Figure 4.1 shows a 4x4 mesh which contains 16 nodes. With the increase in number of 

nodes the nodes are renumbered as per rows and columns in the mesh. While evaluating the 

power consumption and communication delay are calculated for different cases when cores at 

random places in a given topology are communicating. It is assumed that computing components 

consume more power when compared to switching components in a multi-core environment. For 

Raw and TriBA designs it is considered that all the nodes have both switching and computing 

components. Hence, the power consumption by each in the path is 3 units. For switching 

component alone power consumption is considered as 1 unit. As discussed power consumption 

for computing component alone is considered as 2 units (>1).  Thus, having all assumptions in 

place and considering different cases evaluation of new design is explained in the following 

sections. 

4.2  Synthetic Work Load   

In this section, all the different cases for each kind of topology of Raw, TriBA, LBDR 

and proposed are tabulated.  These tables are used for evaluation of power consumption and 

communication delay for the 4 architectures. 

Following table indicates has 6 columns and 5 rows. The first column indicates the case 

numbers. The second column indicates the source and destination nodes for that particular case. 

The other columns indicate the node numbers in each of the architectures, which a packet has to 

traverse from a source to destination.  As assumed for Raw and TriBA architectures all the nodes 

are considered to have switching component and computing component.  But in case of LBDR 

�D�Q�G���3�U�R�S�R�V�H�G���W�K�H���V�\�P�E�R�O���³�V�Z�´���G�L�I�I�H�U�H�Q�W�L�D�W�H�V���W�K�H���F�R�U�H���Q�R�G�H���D�Q�G���F�R�P�S�X�W�L�Q�J���Q�R�G�H�����7�K�H���Q�R�G�H���Z�L�W�K��

�³�V�Z�´�� �E�H�V�L�G�H�� �L�W�� �L�V�� �F�R�Q�V�L�G�H�U�H�G�� �W�R�� �E�H�� �W�K�H�� �V�Z�L�W�F�K�L�Q�J�� �Q�R�G�H���� �$�Qd accordingly all assumptions are 

considered while evaluating. 
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Table 1a: Communication paths for Raw and TriBA in case of 16 nodes topology 

Communication paths for 16 Nodes 

 Source-Destination Raw TriBA 

Case 1 Node 2 �± Node 15 2,3,7,11,15 2,4, 6, 13 ,15 
 

Case 2 Node 3- Node 14 3,2,6,10,14 3,2,4,6,13,14 

Case 3 Node 7 �± Node 15 7,11,15 7,8,6,13,15 

Case 4  Node 2 �± Node 10 2,6,10 2,4,5,10 

Case 5  Node 8 �± Node 14 8,12,16,15,14 8,6,13,14 
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Table 2a:Communication paths for Raw and TriBA in case of 25 nodes topology 

Communication paths for 25 Nodes 

 Source-Destination Raw TriBA 

Case 1 Node 2 �± Node 24 2,7,12,17, 22,23, 24 2,4,5,10,11, 22,24  
 

Case 2 Node 3- Node 23 3,8,13,18,23 3,2,4,5,10,11,22, 23 

Case 3 Node 8 �± Node 24 8,13,18,23, 24 8,6,5,10,11, 22,24 

Case 4  Node 2 �± Node 20 2,7,12,17,18,19,20 2,3,7,19,20 

Case 5  Node 9 �± Node 23 9,14,19, 24,23 9,8,6,5,10,11, 22,23 

 

Table 2b:  Communication paths for LBDR and Proposed Architectures in case of 25 nodes 
topology
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Table 3a: Communication paths for Raw and TriBA in case of 36 nodes topology 

Communication paths for 36 Nodes 

 Source-Destination Raw TriBA 

Case 1 Node 2 �± Node 35 2,8,14,20,26,32,33,34,35 2,4,6,13,15,31,33,35 
 

Case 2 Node 3- Node 34 3,9,15,21,27,33,34 3,7,9,19,20,34 

Case 3 Node 9 �± Node 35 9,15,21,27,33, 34,35 9,19,20,24,35 

Case 4  Node 2 �± Node 30 2,8,14,20,26,27,28,29,30 2,4,6,13,14,28,30 

Case 5 Node 12 �± Node 34 12,18,24,30,36,   34 12,14,15,17,18,20, 34 
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Table 4a:Communication paths for Raw and TriBA in case of 49 nodes topology 

Communication paths for 49 Nodes 

 Source-Destination Raw TriBA 

Case 1 Node 2 �± Node 48 2,9,16,23,30,37,44,45,46,4
7,48 

2,4,5,12,25,26,48 
 

Case 2 Node 3- Node 47 3,10,17,24,31,38,45,46,47 3,2,4,5,10,12,25,26,46,47 

Case 3 Node 10 �± Node 48 10,17,24,31,38,45,46,47,48 10,12,25,26,26,46,48 

Case 4  Node 2 �± Node 42 2,3,4,5,6,7,14,21,28,35,42 2,4,5,10,11,22,23,40,42 

Case 5 Node 13 �± Node 47 13,12,19,26,33,40,47 13,14,12,25,26,46,47 

 

Table 4b: Communication paths for LBDR and proposed architectures in case of 49 nodes 
topology 

Communication paths for 49 Nodes 

 Source-Destination LBDR Proposed 

Case 1 Node 2 �± Node 48 2,1(sw),6(sw),11(sw),41(sw) 
,46(sw),48 

2,22(sw),43(sw),46(sw)
,48 

Case 2 Node 3- Node 47 3,1(sw),6(sw),11(sw),16(sw), 
41(sw),46(sw),47 

3,4(sw),7(sw),28(sw), 
49(sw),47  
 

Case 3 Node 10 �± Node 48 10,6(sw),11(sw),16(sw),41(sw),
46(sw),48 
 

10,17(sw),38(sw), 
41(sw),48 

Case 4  Node 2 �± Node 42 2,1(sw),6(sw),11(sw),16(sw), 
41(sw),42 

2,4(sw),7(sw),28(sw), 
49(sw),42 

Case 5 Node 13 �± Node 47 13,11(sw),31(sw),36(sw), 
46(sw),47 

13,12(sw),33(sw),47 

 

Tables 4a and 4b shows the node-node communication in case of 49 nodes topologies for all the 

4 architectures 
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4.3  Output Parameters   

As mentioned in the assumption section, while evaluating power consumption, the power 
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 Below is the graphical representation of the calculated results for power consumption in each 

case. 

 

Figure 4.3:Power Analysis for 16 Nodes 

The graph in Figure4.3, indicates that the power consumption in case of proposed architecture is 



 

41 
 

 

Figure 4.4:Power Analysis for 25 Nodes 

The graph in 
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The graph in Figure4.7, indicates the power consumption analysis for the selected 3 architectures 

and the proposed architecture in case of 25 nodes topology in each architecture. 

Thus after going through all the graphs it can be observed that the power consumption in all the 

cases for all kinds of topologies is more efficient for proposed design when compared with 

remaining 3 architectures. 

4.6 Comparison of Communication Delay 

 As described in the previous results section, in this section of results communication delay is 

calculated for different cases when cores at random places in a given topology are 

communicating. As discussed in the introduction section latency is a term which refers to the 

delay for a message to reach its destination while it traverses the path between the source and 

destination. Hence, it can be inferred that the less number of hops a message traverses from 

source to destination the less would be delay. Therefore in the section of results communication 

delay is measured in terms of number of hops required for a core to communicate with the other 

core in each of the analyzed cases. 5 cases are considered for 16, 36, 64 node networks. In each 

case all the values of the obtained for the proposed design are compared with Raw, TriBA and 

with the design used for LBDR. Values obtained are the number of hops. Following graphs show 

the comparison of the same. The cases considered for c
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Figure 4.9:Delay Analysis for 25 Nodes  

The graph in Figure4.9, indicates the delay analysis for 25 nodes topology of all the 4 

architectures. 

 

Figure 4.10: Delay Analysis for 36 Nodes 
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The graph in Figure4.10, indicates the delay analysis for 36 nodes topology of all the 4 

architectures. 

 

Figure 4.11: Delay Analysis for 49 Nodes  

The graph in Figure4.11, indicates the delay analysis for 49 nodes topology of all the 4 

architectures. 

 

Figure 4.12:Delay Analysis for 64 Nodes  
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The graph in Figure4.12, indicates the delay analysis for 64 nodes topology of all the 4 

architectures. 

From the above results it can be concluded that the communication delay in case of the proposed 

design is less when compared with remaining 3 designs in multi-core architecture. 

4.7 Summary and Observations 

 From the above evaluations we can summarize that proposed architecture performs better 

than the other 3 selected architectures. After analyzing all the available values that are used for 

evaluation it is observed that the power consumption in case of proposed architecture is 
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Table 6: Comparison of Proposed Architecture with Raw, TriBA, and LBDR 

 RAW TriBA LBDR 

Number of Switches (+) 62.5 (+) 62.5 (-) 50  

Power Consumption (+)77
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CHAPTER 5 

CONCLUSION AND FUTURE WORK  

 

We hope the discussion presented in the thesis motivates the interested scholars into considering 

research in the challenging but prosperous area of multi-core systems. Multi-core architecture is 

the future of all modern computing areas from server to desktop to embedded environments. 

With the appropriate architecture, the potential of multi-core systems can be enormous. Our 

contributions lead to solutions that overcome the disadvantages due to current poor core-to-core 

communication and the presence of caches in multi-core. In this chapter, we conclude our work 

and offer a list of possible future extensions of this work.  

5.1  Conclusion 

It is proven that multi-core architecture provides better performance/power ratio suitable 

for real-time applications. However, current multi-core system is not suitable to decrease power 

consumption and increase memory-level parallelism due to the wasteful core-to-core 

interconnection topology. For example, each node/core in MIT Raw architecture has computing 

and switching components. Computing component of such a node consumes power while the 

node is working (only) as a switching component and vice versa. Moreover, due to the presence 

of multiple level-1 caches (each core has its own private cache) multi-core architecture suffers 

from data inconsistency, power consumption, and heat dissipation.  

  

In this paper, we propose a multi-core design methodology to reduce the number of switches 

without any negative impact on the performance. According to this method, nodes are separated 
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between computing cores and network switches. However, there are some special nodes 

(computing/switching nodes) with dual functionalities. Using folded torus concept, we develop 

an algorithm to determine the computing cores and network switches and how to connect them 

(cores and switches) in the multi-core architecture. Multi-core architectures with various 

numbers of nodes (cores and switches) are used to evaluate the proposed methodology. We 

obtain the core-to-core communication delay and total power consumption for MIT Raw, Triplet 

Based Architecture (TriBA), Logic-Based Distributed Routing (LBDR), and the proposed 

architecture using synthetic workload. In addition, we collaborate with other students to develop 

a simulation platform for multi-core systems. 

According to the experimental results, the proposed architecture outperforms Raw, TriBA, and 

LBDR by cutting down the number of switches significantly. Average delay is decreased due to 

the fact that each switch provides adequate communication channels. Total power consumption 

is reduced as the number of switches is cut down. Based on the results, proposed architecture 

may reduce the total power consumption by up to 77% and average delay by up to 54%. It is also 

noted that the communication is more reliable in the proposed architecture because each 

computing core is connected to multiple switches.  

5.2  Future Extensions 

Our thesis contributions including the design methodology to reduce the number of 

switches in multi-core architectures can be extended to cope with the following important 

research areas. 
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�x Efficient routing algorithms for multi-core systems: Develop routing tables for the 

switches and propose efficient routing algorithms for multi-core systems for reliable 

communication with minimal delay.   

�x Multi -core modeling and simulation platform support: Modeling and simulation 

platforms are important to analyze multi-core systems. Proposed methodology can be 

extended to assist developing and/or evaluating multi-core modeling and simulation 

platforms.  

�x Evaluate core allocation strategies in multi-core: Effective core allocation in multi-core 

architecture may significantly reduce heat intensity of a multi-core chip. Proposed 
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